ed mabkhemakics

# Example 1

A = matrix(QQ, [[2,0,4],[3,-4,121,[1,-2,5]1)
FEAS="Atcharpoily/(ttY)

show( f_A )

3342 4 Dy

# We can factorise f_A
show( f_A.factor() )

(t—2)-(t—1)-t

# And its roots are indeed the eigenvalues of A
ev_A = A.eigenvalues()
show( ev_A )
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----- Recall that the set of i w  Proof:
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So, ko solve AX = VY, we heed ko find one
Ear&i&:utar solution of that equation, as well as
he general solution of the equation AX = 0.

Example . (117 g)(z)(a)
N Y
Both can be obtained from the Gaussian

reduction of the augmented makrix (A[Y).

y = vector( QQ, [ 2, -1 1)

M = A.augment( y, subdivide = True ) 1
1 \ ' -—
show( M ) Xo-,: [OJ Sa“;sﬁg A‘X, = 7
( 1 1 -1 5| 2 ) 0
a ™~ =
0 -1 3 0] -1 ['““L e
show( M.echelon_form() ) k‘f A = §f“' 3 (0]
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o Fiund a basis of the column space of 0
O maabrixe
o Find Llinear dependence relations between the
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 vectors to a basis'of the ambient space.
# Let take th : trix A - - - - - - - A TR <
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(1 1 -1 5) o R oluwn space.

0 —1 3 0/
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# The rank of A is equal to the number of the number of pivots in A1 =~ =~ = = = s
hou(hd) G (M=2C,-3C0)
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Diagonalisation

Definition. Let k be a field and let . > 0 be an integer. A matrix A € Mat(n x n;k) is called diagonalisable over k if there exists a pair of matrices (D, P) in Mat(n x n;k) such that:

1. D is diagonal.
2. Pisinvertible.

Kl AU = IPID),
The last equality means that, for all 7 € {1; - n}, the j-th column of P is an eigenvector for A, associated to the j-th diagonal coefficient dj of D:
Ve 1SR i WA @ (R)I=Td; G5 (P)
where

and P = [C1(P),..., Cu(P)].




Theorem A matrix A € Mat(n X n; ]k) is diagonalisable over k if and only if its characteristic polynomial
fa(t) :=det(tI, — A)
splits into a product of linear factors
fa) =@ —ar)™...(t—a,)™, a; €k
and
Vji€e{l;...;r}, dimker(A — a;l,) =m;.

In other words, A is diagonalisable over k if and only if its characteristic polynomial fA(t) splits over k and the geometric multiplicity of of a; as an eigenvalue of A is equal to its algebraic
multiplicity as a root of f 4(t).

We will now see how to apply this theorem using Sage . Note that sometimes the characteristic polynomial of A is defined as det(A — tI,), which is equal to (—1)" x f,(t) with f4(t) as
above. We have chosen to follow Sage's convention here.

# Example 2, with multiple eigenvalues
A= matriX(OQ, [[21_31 1] ’ [11_2l1] ’ [11_312]] )

f_A = A.charpoly("t") D, P = A.eigenmatrix_right()
show( f_A.factor() ) ShOW( D P )
t-(t—1) !

# Sage can show us the eigenvalues of A, counted with their respective mutiplicities
show( A.eigenvalues() )

0 0 O
0,1,1] 0 1 0
# Similarly, it can show us eigenvectors for A O O ]_
show( A.eigenvectors_right() )

[(0,[(1, 1, )], 1), (1,[(1, 0, =1), (0, 1, 3)], 2
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